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Abstract: 
The semantic integration of software systems can be supported through a shared understanding of the terminology in their respective ontologies. In practice, however, we are faced with the additional challenge that few applications have an explicitly axiomatized ontology.  To address this challenge, we adopt the Ontological Stance, in which we can model a software application as if it were an inference system with an axiomatized ontology, and use this ontology to predict the set of sentences that the inference system determines to be entailed or satisfiable. This chapter gives an overview of a deployment of the Process Specification Language (PSL) Ontology as the interchange ontology for the semantic integration of three manufacturing software applications currently being used in industry -- a process modeller, a process planner, and a scheduler.
MOTIVATION
The necessity for software applications to interoperate has become crucial to the conduct of business and operations in organizations. In practice, however, interoperability is difficult to achieve, since each of these applications utilizes information in a different way, and the knowledge representation formalisms inherent to these applications differ.  In particular, existing approaches to interoperability lack an adequate specification of the semantics of the terminology used by the software applications, which leads to inconsistent interpretations and uses of knowledge.  

The development of ontologies has been proposed as a key technology to support semantic integration. Ontologies are logical theories that provide a set of terms together with a computer-interpretable specification of the meanings of the terms in some formal logical language. In this way, we can support the semantic integration of software systems through a shared understanding of the terminology in their respective ontologies, in the sense that a semantics-preserving exchange of information between ontologies requires mappings between logically equivalent concepts in each ontology. The challenge of semantic integration is therefore equivalent to the problem of generating such mappings, determining that they are correct, and providing a vehicle for executing the mappings, thus translating terms from one ontology into another. The emphasis in this paper will be on the verification of the correctness and completeness of semantic mappings rather than on the specification of the mappings (as in (Giunchiglia et al 2007), (Kalfoglou and Schorlemmer 2003)).
In practice, we are faced with the additional challenge that few applications have an explicitly axiomatized ontology.  To address this challenge, we adopt the Ontological Stance, in which we can model a software application as if it were an inference system with an axiomatized ontology, and use this ontology to predict the set of sentences that the inference system determines to be entailed or satisfiable. 

In the first part of this paper, we discuss a set of sufficient conditions that a neutral interchange ontology must satisfy in order to support this approach to the generation and validation of semantic mappings.  In the second part of the paper we give an overview of a deployment of the Process Specification Language (PSL) Ontology as the interchange ontology for the semantic integration of three manufacturing software applications currently being used in industry -- a process modeller, a process planner, and a scheduler. The semantic mappings between the applications' ontologies and PSL are semi-automatically generated from invariants (properties of models preserved by isomorphism) and verified prior to integration. The correctness of the application ontologies are validated using the notion of the Ontological Stance.

FORMALIZATION OF SEMANTIC INTEGRATION
When software applications communicate with each other, there needs to be some way to ensure that the meaning of what one application accepts as input and output is accurately conveyed to the other application.  Since the applications may not use the same terms to mean the same concepts, we need a way for an application to discover what another application means when it communicates. In order for this to happen, every application needs to publicly declare exactly what terms it is using and what these terms mean; this specification is commonly referred to as the application’s ontology.  Moreover, this specification must be accessible to other software applications. Thus, we require that the meaning be encoded in a formal language, which enables a given application to use automated reasoning to accurately determine the meaning of other applications’ terms. For example, if application 1 sends a message to application 2, then along with this message is a pointer to application 1’s ontology.  Application 2 can look in application 1's ontology to see what the terms mean, the message is successfully communicated and the application’s task is successfully performed.  Complete understanding will occur between the applications only if they share the semantics of all the terminology used in the content of the messages that they exchange or the information sources that they access.

We can therefore say that two software applications will be interoperable if they share the semantics of the terminology in their corresponding ontologies. Sharing semantics between applications is equivalent to sharing models of their ontologies; two ontologies are equivalent if they have isomorphic sets of models.  Nevertheless, applications do not explicitly share the models of their theories; instead, they exchange sentences in such a way that the semantics of the terminology of these sentences is preserved.

Formally, we will say that an ontology TA is sharable with an ontology TB if for any sentence ΦA in the language of TA, there exists an exchange that maps to a sentence ΦB such that there is a one-to-one mapping between the set of models of TA that satisfy ΦA and the set of models of TB that satisfy ΦB.  We will say that a theory TA is interoperable with a theory TB if any sentence Φ that is provable from TA, there exists an exchange that maps Φ to a sentence that is provable from TB. We make the following assumption to restrict our attention to domains in which sharability and interoperability are equivalent:

Interoperability Assumption
We are considering interoperability among software applications that are equivalent to complete first-order inference engines that exchange first-order sentences.

The soundness and completeness of first-order logic guarantees that the theorems of a deductive inference engine are exactly those sentences which are satisfied by all models, and that any truth assignment given by a consistency checker is isomorphic to a model.  If we move beyond the expressiveness of first-order logic, we lose completeness, so that, for any deductive inference engine there will be sentences that are entailed by a set of models but which are not provable by that engine. We could therefore have two ontologies that are sharable but not interoperable.

VERIFIED ONTOLOGIES
For applications to completely understand each other, we require that all of the terms that one application uses are completely understood by the other application. From one application’s perspective, the actual meaning of the terms is exactly what is specified by the axioms in the other application’s ontology. It cannot know what was in the mind of the human who designed the application’s ontology. For successful understanding to take place, this actual meaning of a term has to be the same as the meaning that was intended by the designer of the application’s ontology.  For convenience instead of the cumbersome phrase: ‘the meaning that was intended by the designer of the application’s ontology’, we will simply say ‘the intended semantics of the application’s ontology’. Thus, to achieve complete semantic integration, we need to enable the automated exchange of information between applications in such a way that the intended semantics of the applications’ ontologies are preserved by the receiving application. 

The challenge here is to guarantee that the intended semantics of an ontology is equivalent to the actual semantics of the ontology. The actual semantics is defined by the axioms of the ontology in conjunction with the semantics of the ontology representation language. We must therefore explore the ramifications of explicit formally specified semantics and the requirements that this approach imposes on both the ontology designer as well as the application designer.  We need to characterize the relationship between the intended semantics of an application’s terminology and the actual semantics of the application’s ontology that must hold to support complete semantic integration.

An additional problem is that we cannot directly access the intended semantics of an application’s terminology. We can however examine the behavior of the application; this is completely dependent on the inferences it makes, which in turn is completely dependent on the semantics of its axioms. In effect, an application’s behavior is constrained by the semantics of its ontology, because any inferences made by the application must conform to the semantics of its internal knowledge together with any information acquired by the application from the environment or other applications. If an application does not do the right thing, or retrieve the right information, or make correct inferences, then it does not share its semantics with other applications. So, while we cannot peek inside an application to directly examine its semantics, we can observe what it does, and infer information about the semantics of the application’s terminology.

In this operational characterization of semantics, we must make the link between inference and the semantics of the application’s ontology. An application’s behavior is characterized by the inferences that it makes, that is, the sentences that can be deduced from its knowledge or the sentences that are consistent with its knowledge. Remember that with a formal ontology, the application’s knowledge is specified as a theory, so that a sentence is consistent if there exists a model of the theory that satisfies the sentence and that a sentence can be deduced if it is satisfied by all models of the theory. Therefore, the application’s behavior (and hence the semantics of the application’s terminology) can be characterized by this implicit set of models, which we will call the set of intended models.

Given this framework, we can say that two applications completely share semantics if their sets of intended models are equivalent. However, applications cannot exchange the models themselves – they can only exchange sentences in the formal language that they use to represent their knowledge. We must be able to guarantee that the inferences made with sentences exchanged in this way are equivalent to the inferences made with respect to the application’s intended models – given some input the application uses these intended models to infer the correct output. 

We can use this characterization to evaluate the adequacy of the application’s ontology with respect to these intended models. We will say that an ontology is verified if and only if the set of models of the axioms of the ontology is equal to the set of intended models for the application’s terminology. 

[image: image16..pict]
Figure 1: Methodology for the evaluation of ontologies.
Once we have specified the class of structures M  and characterized it up to isomorphism, we can formally evaluate an ontology with respect to this specification.  In particular, we want to prove two fundamental properties:

· Satisfiability: every structure in M is a model of the ontology.

· Axiomatizability: every model of the ontology is elementary equivalent to some structure in M.

We only need to show that a model exists in order to demonstrate that a theory is satisfiable, but in the axiomatization of domain theories, we need a complete characterization of the possible models. For example, since we are considering the domain of activities, occurrences, and timepoints, to show that a theory is satisfiable,  we need only specify an occurrence of an activity which together with the axioms are satisfied by some structure. The problem with this approach is that we run the risk of having demonstrated satisfiability only for some restricted class of activities. For example, a theory of activities that supports scheduling may be shown to be consistent by constructing a satisfying interpretation, but the interpretation may require that resources cannot be shared by multiple activities or it may require all activities to be deterministic. Although such a model may be adequate for such activities, it would in no way be general enough for our purposes. We want to propose a comprehensive theory of activities, so we need to explicitly characterize the classes of activities, timepoints, objects, and other assumptions that are guaranteed to be satisfied by the specified structures. 

Note that we are not imposing the requirement that the ontologies themselves be categorical or even complete. The two applications must simply share the same set of models (up to isomorphism).  Ambiguity does not arise from the existence of multiple models for an ontology – it arises because the two applications have nonisomorphic models, that is, the ontology for application A has a model that is not isomorphic to any model for the ontology of application B.
The purpose of the Axiomatizability property is to demonstrate that there do not exist any unintended models of the theory, that is, any models that are not specified in the class of structures.   By the Interoperability Hypothesis, we do not need to restrict ourselves to elementary classes of structures when we are axiomatizing an ontology.  Since the applications are equivalent to first-order inference engines, they cannot distinguish between structures that are elementarily equivalent.  Thus, the unintended models are only those that are not elementarily equivalent to any model in the class of structures. By the Interoperability Hypothesis, this is equivalent to saying that every sentence that is provable from the axioms of the ontology is also an inference that the application makes, and conversely, every inference that the application makes is provable from the axioms of the ontology.

These properties of an ontology allow us to make the claim that any inferences drawn by the application using the ontology are faithful to the application’s semantics. If an ontology is not verified, then it is possible to find sentences that the application infers based on its intended models, but which are not provable from the axioms of the ontology. For example, automated inference cannot be used to determine that two applications can in fact be completely semantically integrated. In the next section, we will consider in some detail the challenges that must be addressed in achieving semantic integration with unverified ontologies.

It may seem unreasonable to require that verified ontologies be used for complete semantic integration. Unverified ontologies allow for the existence of unintended models that are a potential source of semantic heterogeneity; the critical question is to determine whether or not they prevent semantic integration in a particular application. One may take heuristic approaches in which the applications only need to match their semantics “well enough” to make “good enough” decisions based on the information exchanged; however, such approaches implicitly assume metrics for integration, and these metrics arise by considering the possibly unintended models that are allowed by unverified ontologies. 

Through the Satisfiability and Axiomatizability Theorems, verified ontologies characterize the relationship between the intended models for the ontology and the actual models of the ontology’s axiomatization. This does not address the relationship between the intended models and the original intuitions of the user; it is possible that an ontology can be verified yet the intended models do not correspond to models of the user. What is needed is a methodology for validating the ontology.
THE ONTOLOGICAL STANCE 
When integrating software applications, we are faced with the additional challenge that almost no application has an explicitly axiomatized ontology.  Nevertheless, we can model a software application as if it were an inference system with an axiomatized ontology, and use this ontology to predict the set of sentences that the inference system decides to be satisfiable. This is the Ontological Stance (Gruninger and Menzel 2003), and is analogous to the intentional stance (Dennet 87), which is the strategy of interpreting the behavior of an entity by treating it as if it were a rational agent who performs activities in accordance with some set of intentional constraints.

The Ontological Stance is an operational characterization of the set of intended models for the application's terminology. In this sense, it can be treated as a semantic constraint on the application. It does not directly postulate a specific set of axioms, but rather a set of intended models:

Given an application A, there exists a class of models MA such that any sentence Φ is decided by A to be satisfiable iff there exists M in MA such that M entails Φ.


The Ontological Stance also addresses the relationship between the intuitions and the intended models; this is, of course, informal, but we can consider the domain intuitions as providing a physical interpretation of the intended models. In this sense, we can adopt an experimental or empirical approach to the evaluation of the class of intended models in which we attempt to falsify these models. If we can find some objects or behaviours within the domain that do not correspond to an intended model, then we have provided a counterexample to the class of model. In response, we can either redefine the scope of the class of models (i.e. we do not include the behaviour within the characterization of the models) or we can modify the definition of the class of models so that they capture the new behaviour.

It is important to realize that the Ontological Stance is not a methodology for specifying semantic mappings between ontologies, nor is it a methodology for designing ontologies for software applications; rather, it is used to evaluate the correctness and completeness of any proposed application ontology.
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Figure 2: We can model a software application as if it were an inference system with a formal ontology, and use this ontology to predict the set of sentences that the inference system decides to be entailed or satisfiable. 
DOMAIN THEORIES AND ONTOLOGIES 
Although we consider semantic integration from the perspective of the relationship between ontologies, we must be careful to distinguish the ontologies from the domain theories that use them.  For example, if two software applications both used an ontology for algebraic fields, they would not exchange new definitions, but rather they would exchange domain theories that consist of sentences that expressed properties of elements in their models.  For algebraic fields, such sentences are equivalent to polynomials.  Similarly, the software applications that use a process ontology do not exchange arbitrary sentences, such as new axioms or even conservative definitions, in the language of their ontology. Instead, they exchange process descriptions, which are sentences that are satisfied by particular activities, occurrences, states, or other objects.

An n-type for a theory is a consistent set of formulae (each of which has n free variables) that is satisfied by a model of the theory. Domain theories for an ontology are Boolean combinations of n-types that are realized by some model of the ontology.  In the algebra example, polynomials are n-types for elements in an algebraic field. In PSL Ontology (Gruninger 2003), formulae that specify the constraints under which subactivities of an activity occur are types for complex activities.  In the axiomatization of situation calculus in (Reiter 2001), precondition and effect axioms are types for actions.

This distinction between ontologies and their domain theories has important consequences for semantic integration. Both the inputs and outputs of a software application are axiomatized as domain theories. In the context of the Ontological Stance, we never actually ``see’’ the application ontology, but we can verify that the axiomatization of the inputs and the outputs of the application are the types of elements that are realized in models of the application ontology.
Given a model M, we say that Th(M) is the first-order theory of M, that is, the set of sentences that are entailed by M.  A domain theory for an ontology T is a subtheory of Th(M) for some model of T. Using this approach, domain theories can also be considered to be axiomatizations of specific models of an ontology. As a result, we can use the domain theories that are either the inputs or outputs of a software application to represent the intended models that are otherwise implicit.
VALIDATING APPLICATION ONTOLOGIES 
If a software application already has an ontology, then the Ontological Stance can be used to evaluate the ontology with respect to the application’s intended models. This is distinct from the methodology proposed in the preceding section can be used to evaluate verified ontologies. Even if an application ontology is verified (so that we have a complete characterization of all models of the ontology’s axiomatization), the models of the ontology may not be intended models.  Using the Ontological Stance, if the models of the application ontology are not equivalent to the intended models, then there are two possibilities.

In the first case, the application ontology is incorrect since the axioms have unintended models. We can formalize this in two ways:

· There exists a model M of the ontology’s axioms T that is not an intended model.

· The intended models entail some sentence Φ  that is not entailed by the axioms T.
In the second case, the application ontology is incomplete since there are intended models that do not satisfy the axioms. This can also be formalized in two ways

· There exists an intended model M that does not satisfy the axioms of T

· The intended models do not entail the axioms of T.
We consider two alternative formalizations because they each give rise to a different set of techniques for evaluation of the application ontology. We can either search for a model (either an intended model or a model of the axioms) that has certain properties, or we can search for a sentence that is supposed to be entailed by either the intended models or the models of the axioms.
 Following the discussion of the preceding section, we can use domain theories to axiomatize specific models of the ontology. Thus, rather than search for models with certain properties, we are actually searching for domain theories with the corresponding properties.  In regards to application ontologies, domain theories are equivalent to the possible inputs and outputs of the software application.

The second kind of formalization corresponds to the notion of competency questions (Gruninger and Fox 1995), which are classes of queries used to characterize the adequacy of an ontology to support a set of tasks, such as decision support, search, or semantic integration. Essentially, the sentences that are entailed by intended models are competency questions for the application ontologies.
The above conditions can also be rephrased in a more positive way by stating analogues of the Satisfiability and Axiomatizability theorems for verified ontologies. We will say that an application ontology is correct iff any sentence that is entailed by the axioms T is also satisfied by all intended models. We will say that an ontology is relatively complete iff any sentence that is satisfied by all intended models is also entailed by the axioms T. We will say that an application ontology is validated if it is both correct and relatively complete with respect to the intended models of the application.
AXIOMATIZING APPLICATION ONTOLOGIES 

In cases where the software applications do not have explicit ontologies, existing techniques for generating semantic mappings to achieve integration are not applicable. In addition, current work on semantic mapping addresses the generation of semantic mappings between axiomatized ontologies, but they do not emphasize the evaluation of the correctness of the mappings.

One can, of course, axiomatize the application ontologies before specifying mappings between them.  Alternatively, we can use an existing mediating ontology as the basis for the axiomatization for the application ontologies; this approach has the advantage that the axioms in the mediating ontology can also play the role of semantic mappings between the application ontologies.
This raises one seemingly obvious question -- what is the terminology whose intended interpretations are being axiomatized?  In the methodology of the Ontological Stance, we only focus on the terms that are used in the specification of inputs and outputs; we do not provide axioms for any terms that arise from internal data structures. This technique arises from the demands of semantic interoperability scenarios, in which it is the ambiguity in the sentences exchanged between software applications that cause problems. Communication between software applications consists of their input and outputs, and not their internal data structures.
Translation definitions (Gruninger and Kopena 2004) were originally proposed to specify the semantic mappings between the mediating ontology and application ontologies. Translation definitions have a special syntactic form---they are biconditionals in which the antecedent is a class in the application ontology and the consequent is a formula that uses only the lexicon of the mediating ontology. We can also use translation definitions as the axiomatization of the intended models of the software application’s ontology.

We can axiomatize the intended semantics of the terminology that a software application uses to specify its input and output sentences by writing sentences that are conservative definitions of the terminology. In other words, all of the axioms in the application ontology will have the syntactic form

(forall (x1 … xn)


(iff
(appi x1 … xn)



(Φ x1 … xn)))

where appi is an n-ary relation in the lexicon of the application ontology and Φ is a sentence in the language of  the mediating ontology. Such sentences have the same syntactic form as translation definitions.
The generation of axioms through the specification of invariant values for models has been implemented in the PSL project's Twenty Questions mapping tool.  By guiding and supporting users in creating translation definitions without requiring them to work directly with first order logic, the Twenty Questions tool provides a semi-automated technique for creating axioms. It also captures the application's set of intended models, since the translation definitions generated by the tool together with the mediating ontology define an explicit axiomatization of the application's previously implicit ontology.

This approach also works in the case where the application ontologies exist but they are not verified; however, it does require that models of the application ontology together with the translation definitions are equivalent to the intended models of the application. In other words, even though there exist unintended models of the application ontology’s axioms, if the mediating ontology is powerful enough, then it can be used to augment the application ontology so that it is verified.  In this way, the translation definitions eliminate the unintended models of the application ontology.
Axiomatizing the intended models of the application ontologies requires that the mediating ontology be verified. If it is not, then there is no guarantee that the translation definitions are faithfully capturing the intended models of the application ontologies. Thus, even if it is possible in principle to preserve semantics directly between the application ontologies, the translation definitions will fail to guarantee semantic integration, even though it is logically possible.
It is possible that the intended models of the application ontology are definable in the mediating ontology, but the translation definitions are incorrect. In such a case, the translation definitions that axiomatize the application ontologies can be validated using the Ontological Stance.  

This can be done by demonstrating that the class of models of the application ontology are axiomatized by the mediating ontology together with the translation definitions. To verify this axiomatization of the application ontology, the generated translation definitions may be treated as falsifiable hypotheses and tested empirically.  By the Ontological Stance, the application decides some sentence Φ to be provable iff the translation definitions and mediating ontology entails Φ.  In this way, it may be evaluated whether or not the attributed ontology correctly predicts inferences made by the software, and consequently whether or not the translation definitions accurately capture the semantics of the application.

One potential problem with this approach is that there may be cases in which the intended models of the application ontology are not definable in the mediating ontology.  Intuitively, this is equivalent to the case in which the mediating ontology is not expressive enough to capture all of the concepts in the application ontology.

MANUFACTURING INTEROPERABILITY SCENARIO 
In this section, we present the use of an interlingua ontology (the Process Specification Language) for the axiomatization of the ontologies of a set of manufacturing software applications (ILOG Scheduler, SAP ERP data model, and the process planning software MetCAPP). None of the software applications in the scenario had a pre-existing axiomatized ontology.  For each of the software applications, we consider a subset of the translation definitions (written using the Common Logic Interchange Format, as specified ISO/IEC JTC 1/SC 32 (2005) ISO/WD 24707 -- Common Logic -- Framework for a family of logic-based languages) that axiomatize the intended models of the application ontology and discuss how the Ontological Stance was used to evaluate the correctness and completeness of the definitions. This scenario also provides a validation of the PSL Ontology, in the sense that it demonstrates that it is sufficiently strong to specify definable interpretations of the application ontologies.
Semantic Mappings

A semantics-preserving exchange of information means that there are mappings between logically equivalent concepts in each ontology. The challenge of semantic integration is therefore equivalent to the problem of generating such mappings, determining that they are correct, and providing a vehicle for executing the mappings, thus translating terms from one ontology into another.

The approach used in the scenario is known as the Interlingua architecture for semantic mapping. Its distinguishing feature is the existence of a mediating ontology that is independent of the applications’ ontologies, and which is used as a neutral interchange ontology (Ciociou et al 2001). The semantic mappings between application and interlingua ontology are manually generated and verified prior to application interaction time (Schlenof et al. 1999). This process of creating the mapping between the application ontology and the interlingua ontology is identical to the process of creating a mapping directly between two application ontologies. As such, we can consider the application ontologies to be integrated with the interlingua ontology. 

This architecture is much more powerful than specifying direct mappings between application ontologies. We only need to specify one mapping for each application ontology, whereas the direct mapping approach requires a semantic mapping for each pair of application ontologies, making the creation and maintenance of mappings becomes unmanageable.  The existence of the pre-defined mappings between the application ontologies and the interlingua ontology enables the automatic generation of the point-to-point mapping between the applications’ ontologies. If one application’s ontology changes, then only one mapping need be affected, rather than one for each application. New applications can subscribe to the community of applications using this interlingua merely by creating a mapping to and from the interlingua. With no changes to their own mappings, all other applications now can translate between their ontology, and the new application’s ontology. This was not possible in the manual mapping case because every point to point mapping has to be pre-specified.

Semantic mappings can be expressed as formal definitions or rules between application ontologies and interlingua ontologies. In the interlingua approach, there are two steps in translation: the execution of the mapping from the application ontology to the interlingua, and from the interlingua to the other application’s ontology. The translation can be accomplished by applying deduction to the axioms of the interlingua ontology and the formal mapping rules. If these rules have already been verified to preserve semantics between the application and interlingua ontologies, we are guaranteed that translation between the applications also preserves semantics. In effect, a direct mapping rule from one applications ontology to the other applications ontology is inferred from the two separate rules. If run-time translation efficiency is important, then the point to point mapping rules could be cached as explicit rules; otherwise they need only be implicit. When they are implicit, then the otherwise distinct processes of creating and executing a mapping is conflated – it happens at the same time, rather than being two separate steps. 
If the application ontologies are axiomatized, then the semantic mappings can be verified by proving that they do indeed preserve the models of the ontologies.  If the application ontologies have been axiomatized as definitional extensions of a mediating ontology, then the direct semantic mappings between different application ontologies are sentences that are entailed by the application ontologies.
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Figure 3: Semantic integration using an interlingua ontology. The thin arrows represent manually generated mappings created by the application designers prior to application integration. The thick arrows represent the [possibly implicit] application-to-application mapping that is automatically generated.

Process Specification Language

The Process Specification Language (PSL) (Bock and Gruninger 2005; Gruninger and Menzel 2003; Schlenoff et al. 1999) has been designed to facilitate correct and complete exchange of process information.  The primary purpose of PSL is to enable the semantic interoperability of manufacturing process descriptions between manufacturing engineering and business software applications such as process planning, scheduling, workflow, and project management. Additional applications of PSL include business process design and analysis, the implementation of business processes as web services, and enterprise modelling. PSL has been published as an International Standard (ISO 18629) within the International Organisation of Standardisation. The full set of axioms in the Common Logic Interchange Format is available at http://www.mel.nist.gov/psl/ontology.html.
The PSL Ontology is a modular set of theories in the language of first-order logic.  All core theories within the ontology are consistent extensions of a theory referred to as PSL-Core, which introduces the basic ontological commitment to a domain of activities, activity occurrences, timepoints, and objects that participate in activities. Additional core theories capture the basic intuitions for the composition of activities, and the relationship between the occurrence of a complex activity and occurrences of its subactivities.

The PSL Ontology is verified – the models of all core theories within the ontology have been characterized, and the Satisfiability and Axiomatizability theorems have been proven for these theories.  A fundamental structure within the models of the axioms of the PSL Ontology is the occurrence tree, whose branches are equivalent to all discrete sequences of occurrences of atomic activities in the domain. The basic structure that characterises occurrences of complex activities within models of the ontology is the activity tree, which is a subtree of the legal occurrence tree that consists of all possible sequences of atomic subactivity occurrences; the relation (root ?s ?a) denotes that the subactivity occurrence s is the root of an activity tree for the activity a.  Elements of the tree are ordered by the min_precedes relation; each branch of an activity tree is a linearly ordered set of occurrences of subactivities of the complex activity.  In addition, there is a one-to-one correspondence between occurrences of complex activities and branches of the associated activity trees.

The fundamental intuition in the ontology of process plans is the notion of a partial ordering that is embedded within the activity trees of a complex activity.  Different classes of process plans are defined by characterising the relationship between the partial ordering and the set of possible occurrences of a process plan.

Three new relations are introduced to specify the relationship between the partial ordering (referred to as the subactivity occurrence ordering) and the activity tree. The relation     (soo ?s ?a) denotes that the activity occurrence s is an element of the subactivity occurrence ordering for the activity a. The relation (soo_precedes ?s1 ?s2 a) captures the ordering over the elements. 
There are three basic classes of process plans, each of which impose different occurrence constraints on the elements of the partial ordering:

· strong poset activities, in which there is a one-to-one correspondence between branches of the activity tree and the linear extensions of the partial ordering;
· choice poset activities, in which there is a one-to-one correspondence between branches of the activity tree and the maximal chains in the partial ordering;
· complex poset activities, each of which is the union of the strong poset activities corresponding to a set of linear extensions for suborderings of the partial ordering.
Two relations are introduced that allow one to specify whether or not two incomparable elements in the partial ordering correspond to subactivities that occur in any order or whether they are subactivities that never occur on the same branch of the activity tree.  The same_bag relation is used to specify the sets of subactivity occurrences that are elements of strong poset activity trees that are subtrees of the activity tree.  The alternate relation is used to specify the sets of subactivity occurrences that can never be elements of the same branch of the activity tree.
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Figure 4: Examples of poset activities in PSL.
The partial ordering in Figure 4(a) has four linear extensions, which correspond to the branches of the strong poset activity tree in Figure 4(c). The partial ordering in Figure 4(a) has four maximal chains, which correspond to the branches of the choice poset activity tree in Figure 4(b). the activity trees in Figure 4(d) and 4(e) are complex poset activities.





ILOG Scheduler

ILOG Scheduler (ILOG 2008) consists of an extensible library of C++ classes and functions that implement scheduling concepts such as activities and resources.  The library enables the representation of scheduling problems as a collection of scheduling constraints, such as activity durations, release dates and due dates, precedence constraints, resource availability, and resource sharing.  These constraints in turn are used as input for ILOG Solver, which can solve the constraints to provide schedules, in which activities are assigned to resources over different time intervals.

Translation Definitions

There are three main classes within ILOG Scheduler’s ontology:

· IlcActivity
· IlcResource
· IlcSchedule
An instance of the class IlcSchedule is an object that represents a schedule.  Any schedule is associated with a time interval, during which all activities in the schedule must occur.

(forall (?a)


(iff
(IlcSschedule ?a)



(forall (?o)




(if
(occurrence_of ?o ?a)





(and
(or
(permuted ?o)







(folded ?o))






(ordered ?o)






(amorphous ?o)






(uniform ?o)






(universal ?o)






(schedule ?o)






(strong_poset ?a))))))



(EQ 1)
The class IlcActivity is the root class for all activities that may occur in a schedule. All activities have a start time and an end time; the duration of an activity is the difference between these times.

(forall (?a)


(if
(iff
(nondet_res_activity ?a)




(primitive ?a))



(iff
(ilcActivity ?a)




(activity ?a))))






(EQ 2)
ILOG Scheduler provides two predefined classes of activities: IlcIntervalActivity and

IlcBreakableActivity. An instance of IlcIntervalActivity is an activity which occurs without interruption from its start time to its end time and which requires the same resources throughout its occurrence. An instance of IlcBreakableActivity is an activity whose occurrence can be interrupted.

(forall (?a)


(iff
(ilcIntervalActivity ?a)



(uninterruptable ?a)))






(EQ 3)
(forall (?a)


(iff
(ilcBreakableActivity ?a)



(interruptable ?a)))






(EQ 4)
(forall (?occ1 ?occ2)


(iff
(getSchedule ?occ1 ?occ2)



(subactivity_occurrence ?occ1 ?occ2)))



(EQ 5)
Activities within a schedule satisfy precedence constraints, which are used to define orderings over the occurrences of the activities. The translation definitions for the complete set of precedence constraints defined in ILOG Scheduler is shown below:

(forall (?occ1 ?occ2 ?d ?a)


(iff
(endsAfterEnd ?occ1 ?occ2 ?d ?a)



(exists (?s1 ?s2)




(and
(leaf_occ ?s1 ?occ1)





(leaf_occ ?s2 ?occ2)





(soo_precedes ?s2 ?s1 ?a)





(= ?d (delay ?s1 ?s2))))))



(EQ 6)
(forall (?occ1 ?occ2 ?d ?a)


(iff
(endsAfterStart ?occ1 ?occ2 ?d ?a)



(exists (?s1 ?s2)




(and
(leaf_occ ?s1 ?occ1)





(root_occ ?s2 ?occ2)





(soo_precedes ?s2 ?s1 ?a)





(= ?d (delay ?s1 ?s2))))))



(EQ 7)
(forall (?occ1 ?occ2 ?d ?a)


(iff
(startsAfterEnd ?occ1 ?occ2 ?d ?a)



(exists (?s1 ?s2)




(and
(root_occ ?s1 ?occ1)





(leaf_occ ?s2 ?occ2)





(soo_precedes ?s2 ?s1 ?a)





(= ?d (delay ?s1 ?s2))))))



(EQ 8)
(forall (?occ1 ?occ2 ?d ?a)


(iff
(startsAfterStart ?occ1 ?occ2 ?d ?a)



(exists (?s1 ?s2)




(and
(root_occ ?s1 ?occ1)





(root_occ ?s2 ?occ2)





(soo_precedes ?s2 ?s1 ?a)





(= ?d (delay ?s1 ?s2))))))



(EQ 9)
(forall (?occ1 ?occ2 ?a)


(iff
(endsAtEnd ?occ1 ?occ2 ?a)



(exists (?s)




(and
(leaf_occ ?s ?occ1)





(leaf_occ ?s ?occ2)

(soo ?s ?a)))))





(EQ 10)
(forall (?occ1 ?occ2 ?a)


(iff
(endsAtStart ?occ1 ?occ2 ?a)



(exists (?s)




(and
(leaf_occ ?s ?occ1)





(root_occ ?s ?occ2)

(soo ?s ?a)))))





(EQ 11)
(forall (?occ1 ?occ2 ?a)


(iff
(startsAtStart ?occ1 ?occ2 ?a)



(exists (?s)




(and
(root_occ ?s ?occ1)





(root_occ ?s ?occ2)

(soo ?s ?a)))))





(EQ 12)
(forall (?occ1 ?occ2 ?a)


(iff
(startsAtEnd ?occ1 ?occ2 ?a)



(exists (?s)




(and
(root_occ ?s ?occ1)





(leaf_occ ?s ?occ2)

(soo ?s ?a)))))





(EQ 13)
Domain theories for the ILOG Scheduler Ontology consist of conjunctive formulae consisting of precedence constraints that use the above eight relations.

Validation of Translation Definitions

The reasoning problem associated with ILOG Schedule is schedule existence: an executable schedule is the output of the software application iff the following sentence is consistent with the application ontology and the domain theory that axiomatizes the input to the software application:


[image: image5]
The first attempt at providing translation definitions between ILOG Schedule and the PSL Ontology was described in (Ciociou et al 2001). Through the methodology of the Ontological Stance, however, these definitions have been shown to be incorrect.  In particular, the translation definitions did not capture the correspondence between possible schedules and branches of  the activity trees that satisfied the precedence constraints; as a result, none of the domain theories were consistent, even though schedules were generated by ILOG Scheduler.

It is also instructive to see how a slight modification of the above translation definitions would also be incorrect. For example, consider the following:

(forall (?occ1 ?occ2 ?d ?a)


(iff
(startsAfterStart ?occ1 ?occ2 ?d ?a)



(exists (?s1 ?s2)




(and
(root_occ ?s1 ?occ1)





(root_occ ?s2 ?occ2)





(soo_precedes ?s2 ?s1 ?a)))))

This sentence is incorrect, since there exist models of domain theories using this precedence relation that are not schedules produced by ILOG Schedule, namely, those in which the subactivity occurrences do not satisfy the delay constraint.

The final translation definitions were tested by the generation of random sets of precedence constraints. By the Ontological Stance, ILOG Schedule produces a schedule for these constraints iff the corresponding domain theories for the ontology are consistent; furthermore, there should be a one-to-one correspondence between solutions of the precedence constraints and branches in the activity trees that are axiomatized by the domain theories.
It should be emphasized that the experiments with random precedence constraints are used to evaluate the translation definitions; they are not used to generate the translation definitions. In general, the methodology for generating translation definitions requires more sophisticated techniques to elicit the sentences that are satisfied by intended models of the application ontology.
SAP Flow Models

SAP ERP (SAP 2008)is an enterprise resource planning solution that among many other capabilities can be used to design manufacturing processes and manage manufacturing operations.  In this context the SAP ERP system can be viewed as the central repository for manufacturing process information. Production orders in the ERP system are used to represent the enterprise's demand on manufacturing operations to deliver a certain quantity of a specific product to be available by a give date and time.

Translation Definitions

The central construct in the SAP application ontology is the SAP production order. A production order can contain multiple ``sequences'' of operations. The sequences can be of three types:  simple sequence, alternate sequence or parallel sequence.  A simple sequence is a linearly ordered sequence of operations (see Figure 5(b)).  Each production order has a main simple sequence called the standard sequence; branching off from the standard sequence can be parallel or alternate sequences. Each parallel or alternate sequence consists of a simple sequence, and it also has start and end branch points to indicate the subsequence of the standard sequence with which it is parallel or alternate (see Figure 5(b) and Figure 5(c)).  Parallel sequences occur in parallel with the corresponding standard subsequence, but alternate sequences, if they are chosen for execution, will occur instead of the corresponding subsequence of the main sequence.

(forall (?a)


(iff
(production_order ?a)

(or
(simple_sequence ?a)




(parallel_sequence ?a)




(alternate_sequence ?a))))




(EQ 14)
Any activity tree for a simple_sequence process plan consists of a unique branch. None of the operations within a sequence overlap, there is no iteration, and all activity trees have the same structure.

(forall (?a)


(iff
(simple_sequence ?a)



(forall (?o)




(if
(occurrence_of ?o ?a)





(and
(simple ?o)






(rigid ?o)






(ordered ?o)






(amorphous ?o)






(uniform ?o)






(universal ?o)






(unrestricted ?o)






(strong_poset ?a))))))



(EQ 15)
Any activity tree for a parallel_sequence process plan consists of branches that are combinations of occurrences of the operations within a set of sequence process plans.

(forall (?a)


(iff
(parallel_sequence ?a)



(forall (?o)




(if
(occurrence_of ?o ?a)





(and
(permuted ?o)






(rigid ?o)






(ordered ?o)






(amorphous ?o)






(uniform ?o)






(universal ?o)






(unrestricted ?o)






(strong_poset ?a))))))



(EQ 16)
Any activity tree for an alternate_sequence process plan consists of a set of branches, each of which corresponds to the activity tree for a sequence process plan.

(forall (?a)


(iff
(alternate_sequence ?a)



(forall (?o)




(if
(occurrence_of ?o ?a)





(and
(simple ?o)






(rigid ?o)






(nondet_ordered ?o)






(amorphous ?o)






(uniform ?o)






(universal ?o)






(unrestricted ?o)






(choice_poset ?a))))))



(EQ 17)

[image: image6]
Figure 5: Examples of SAP process plans.
Domain theories for this application ontology consist of formulae that specify the branch points between different sequences within the production order. Two relations are used to specify these domain theories – next_op (which is the ordering relation among elements of the same sequence) and branch_point (which is the ordering relation between elements of different sequences).
(forall (?o1 ?o2 ?a)


(iff
(next_op ?o1 ?o2 ?a)



(exists (?a1)

(and
(subactivity ?a1 ?a)


(simple_sequence ?a1)


(soo_precedes ?o1 ?o2 ?a1)

(soo_precedes ?o1 ?o2 ?a))))



(EQ 18)
(forall (?o1 ?o2 ?a)


(iff
(branch_point ?o1 ?o2 ?a)



(exists (?a1 ?a2)

(and
(subactivity ?a1 ?a)


(subactivity ?a2 ?a)


(simple_sequence ?a1)


(simple_sequence ?a2)


(not (= ?a1 ?a2))


(soo ?o1 ?a1)


(root_soo ?o2 ?a2)

(soo_precedes ?o1 ?o2 ?a)))))



(EQ 19)
Validation of Translation Definitions

The reasoning problem associated with the SAP Ontology is executability – a production order in the software application is executable iff the following sentence is consistent with the application ontology and the domain theory for the production order P:


[image: image7]
Since the class of production orders is axiomatized by a class of poset activities in the PSL Ontology, production orders in experiments were generated by the construction of random comparability graphs (which are a class of graphs that correspond to partial orderings).  The initial set of translation definitions was found to be incorrect, since the production orders are actually restricted classes of poset activities.  In particular, the second activity occurrence argument in the branch_point relation must be the initial element of the corresponding simple sequence subactivity.  This error led to domain theories that did not correspond to production plans, that is, domain theories for which the above sentence is consistent, yet which the software application determined to be unexecutable.

MetCAPP

MetCappTM (MetCAPP 1994) is a computer-aided process planning system that generates process plans, given a set of workstations, machines, setups, routing sequences, and generic part feature data. A machining capability database provides automated capabilities of cutting tools selection, speed and feed calculations, processing time estimation, and operation sequencing.  In this paper we are primarily be concerned with the operation sequencing concepts.

Translation Definitions

A routing in MetCAPP is a resource path whose underlying topology is a complex poset.

 (forall (?a)    

        (iff   
(routing ?a)

(and
(resource_path ?a)

                       

(complex_poset ?a))))





(EQ 20)
An operation is an activity that satisfies the following conditions:

· An operation is the superposition of a processor activity and a setup activity for the unique possibly reusable resource of the processor activity.
· All subactivities of the processor activity require the same possibly reusable resource.
· An operation is also a resource path composed of feature activities, with the topology of a strong poset activity.
 (forall (?a1)

        (iff    (operation ?a1)

                (exists (?a2 ?a3 ?a4 ?r)

                        (subactivity ?a3 ?a1)



(subactivity ?a1 ?a2)

                        (processor_activity ?a3)

                        (possibly_reusable ?r ?a3)

                        (subactivity ?a4 ?a1)

                        (setup_activity ?a4 ?r)

                        (resource_path ?a3)

                        (strong_poset ?a3)

(routing ?a2)

                        (forall (?a5 ?r2)

                                (if     (and    (subactivity ?a5 ?a3)

                                                (processor_activity ?a5)

                                                (possibly_reusable ?r2 ?a5))

                                        (= ?r2 ?r))))))





(EQ 21)
The next_operation relation is the coo_precedes relation of complex posets restricted to the operation subactivities of a routing.

 (forall (?occ1 ?occ2 ?a)

(iff 
(next_operation ?occ1 ?occ2 ?a)

(exists (?s1 ?s2 ?a1 ?a2)

(and
(coo_precedes ?occ1 ?occ2 ?a)


(routing ?a)

                        

(operation ?a1)

                        

(operation ?a2))))




(EQ 22)
The concurrent_operation relation is the same_bag relation for complex posets, restricted to the operation subactivities of a routing.

(forall (?occ1 ?occ2 ?a)

(iff 
(concurrent_operation ?occ1 ?occ2 ?a)

(exists (?s1 ?s2 ?a1 ?a2)

(and
(coo_parallel ?occ1 ?occ2 ?a)


(routing ?a)

                        

(operation ?a1)

                        

(operation ?a2))))




(EQ 23)
An alternate activity is a choice poset activity composed of operations.

(forall (?occ1 ?occ2 ?a)

(iff 
(alternate_operation ?occ1 ?occ2 ?a)

(exists (?s1 ?s2 ?a1 ?a2)

(and
(coo_alternate ?occ1 ?occ2 ?a)


(routing ?a)

                        

(operation ?a1)

                        

(operation ?a2))))




(EQ 24)
Domain theories for this ontology specify routings, and consist of conjunctive sentences using the above three relations.

Validation of Translation Definitions

The reasoning problem associated with MetCAPP is equivalent to the consistency of the existence of an occurrence of a routing consisting of a set of operations: 


[image: image8]
As with the SAP application ontology, routings in MetCAPP are axiomatized by poset activities, so that experiments to verify the translation definitions can be designed by randomly generating comparability graphs, which can then be translated into partially ordered sets.
Generation of Semantic Mappings

Using the above axiomatizations of the application ontologies, we can use the PSL Ontology to generate direct semantic mappings between the application ontologies. Since all translation definitions are sentences in PSL, we can entail sentences that characterize the relationships between concepts in the different application ontologies.  In this section, we present some of the sentences that are entailed by the translation definitions in the scenario described above.

First, we can show that process plans in MetCAPP can be exported to SAP by showing that the following sentences are entailed by the translation definitions. Note that the sentences have the special property that the antecedent is a relation in the MetCAPP ontology, while all of the relations in the consequent in each formula are in the SAP ontology.

(forall (?a)


(if
(routing ?a)



(or
(simple_sequence ?a)




(parallel_sequence ?a)




(alternate_sequence ?a))))




(EQ 25)

(forall (?a)


(if
(operation ?a)



(or
(simple_sequence ?a)




(parallel_sequence ?a))))




(EQ 26)

(forall (?occ1 ?occ2 ?a)


(iff
(next_operation ?occ1 ?occ2 ?a)



(next_op ?occ1 ?occ2 ?a)))





(EQ 27)

We can also show that the process plans in the SAP ontology can be exported to ILOG Schedule:

(forall (?occ1 ?occ2 ?a)


(if
(next_op ?occ1 ?occ2 ?a)



(exists (?d)




(startsAfterEnd ?occ1 ?occ2 ?d ?a))))



(EQ 28)

(forall (?occ1 ?occ2 ?a)


(if
(next_op ?occ1 ?occ2 ?a)



(exists (?d)




(or
(endsAfterEnd ?occ1 ?occ2 ?d ?a) 





(endsAfterStart ?occ1 ?occ2 ?d ?a)





(startsAfterEnd ?occ1 ?occ2 ?d ?a)





(startsAfterStart ?occ1 ?occ2 ?d ?a)





(endsAtEnd ?occ1 ?occ2 ?d ?a)





(endsAtStart ?occ1 ?occ2 ?d ?a)





(startsAtStart ?occ1 ?occ2 ?d ?a)





(startsAtEnd ?occ1 ?occ2 ?d ?a)))))


(EQ 29)

In general, not all SAP process plans can be mapped to MetCAPP routings, and not all ILOG activities can be mapped to SAP process plans. The precise relationships between these classes of processes is still an open problem.

LIMITATIONS
At the beginning of this paper, we introduced the Interoperability Hypothesis, by which we are considering interoperability among complete first-order inference engines that exchange first-order sentences. There are, of course, many knowledge-based systems that use nonmonotonic reasoning (such as logic programming) rather than first-order entailment.  The Ontological Stance must be extended in order to work with such software applications. The primary problem in this case is that the semantics of logic programming systems requires second-order logic to fully characterize the intended models, whereas we restrict ourselves to first-order logic because it is sound and complete.
SUMMARY
One approach to the semantic integration of software applications is through the generation of semantics-preserving mappings between their respective ontologies. In practice, this approach does not succeed due to several problems – the applications do not have explicit ontologies, or if they do, then the ontologies are often incomplete, and the existence of unintended models prevents the specification of semantic mappings. Furthermore, there has been little work done to validate the proposed semantic mappings. 

In this paper, we have addressed these challenges by using an interlingua ontology and the methodology of the Ontological Stance to axiomatize the implicit ontologies of software applications. The correctness and completeness of the axiomatization with respect to the intended models of the application ontology is achieved since the interlingua ontology is verified. The correctness and completeness of the axiomatization with respect to the software application, as well as the correctness and completeness of the semantic mappings, is demonstrated through the use of the Ontological Stance -- any sentence that is satisfiable or entailed by the axiomatization and semantic mappings must be a possible output of the software application.

GLOSSARY
Axiomatizes: A set of sentences in a logical language axiomatizes a class of structures iff every model of the sentences is in the class of structures and every structure in the class satisfies the set of sentences.  A class of structures is axiomatizable in a language L iff there exists a set of sentences in L that axiomatizes the class.
Completeness (of a logic): A representation is complete if for any sentence S and theory T, if S is satisfied by all models of T, then S is provable from T by some inference procedure.  Equivalently, a representation is complete if for any sentence S and theory T, if S is consistent with T then there exists a model of T that satisfies S.
Definitional extension: A theory T1 is a definitional extension of a theory T2 if all sentences in T1 are biconditionals that define the terms in the lexicon of T1.
Elementary equivalence: Two interpretations are elementary equivalent iff they satisfy the same set of first-order sentences.

Entailment: A theory T entails a sentence S iff S is satisfied by all models of T.  A set of models entails a sentence S iff it is satisfied by all of the models in the set.

Interpretation: An interpretation M of a first-order language L consists of the following:

· a nonempty set D, called the domain of the interpretation;
· for each constant symbol in L, the assignment of an element in D;
· for each n-ary function symbol in L, the assignment of a mapping from Dn to D; 
· for each n-ary predicate symbol in L, the assignment of a truth value to sets of elements in Dn.
Lexicon: The set of relation, function, and constant symbols in the terminology of an ontology.

Model: An interpretation M is a model for a theory T if the truth value for each sentence in T with respect to M is true.

Satisfiable: A theory T is satisfiable if there exists a model for T.

Soundness (of a logic): A representation is sound if for any sentence S and theory T, if S is provable from T by some inference procedure, then S is satisfied by all models of T.  Equivalently, a representation is sound if for any sentence S and theory T, if there exists a model of T that satisfies S, then S is consistent with T.

REFERENCES
Bock, C. and Gruninger, M. (2004) PSL: A semantic domain for flow models, Software and Systems Modeling}.

Ciocoiu, M., Gruninger M., and Nau, D. (2001) Ontologies for integrating engineering applications, Journal of Computing and Information Science in Engineering}, 1:45-60.

Dennet, Daniel C. The Intentional Stance. Cambridge, MA, The MIT Press, 1987.

Gruninger, M. (2003) Ontology of the Process Specification Language, pp. 599-618, Handbook of Ontologies and Information Systems, S. Staab (ed.). Springer-Verlag, Berlin.

Gruninger, M., and Fox, M.S. (1995) Methodology for the Design and Evaluation of Ontologies, Workshop on Basic Ontological Issues in Knowledge Sharing, IJCAI-95, Montreal.

Gruninger, M. and Kopena, J. (2004) Semantic Integration through Invariants, AI Magazine, 26:11-20.

Gruninger, M. and Menzel, C. (2003) Process Specification Language: Principles and Applications, AI Magazine, 24:63-74.
Giunchiglia, F., M. Yatskevich, and F. McNeill, (2007) “Structure  preserving semantic matching.” In: Proceedings of the ISWC+ASWC International workshop on Ontology Matching (OM), pages 13–24, 2007.
Kalfoglou, Y. and Schorlemmer, M., (2003) “Ontology Mapping: The State of the Art,” The Knowledge Engineering Review, vol. 18, iss. 1 pages 1-31, 2003.
ILOG Scheduler 6.3 Reference Manual, ILOG, Inc., 2008.

MetCapp Utilities Manual, The Institute of Advanced Manufacturing Sciences, Cincinnati, Ohio, 1994.

SAP Library. Retrieved on November 17, 2008 from http://help.sap.com/saphelp_erp60_sp/helpdata/en/e1/8e51341a06084de10000009b38f83b/frameset.htm

Schlenoff, C., Gruninger, M., Ciocoiu, M.. The essence of the Process Specification Language, Transactions of the Society for Computer Simulation vol.16 no.4 (December 1999) pp 204-216.

� Available at http://ats.nist.gov/psl/twenty.html.


� PSL has been published as an International Standard (ISO 18629) within the International Organisation of Standardisation. The full set of axioms in the Common Logic Interchange Format is available at http://www.mel.nist.gov/psl/ontology.html.ddddddddddddd





[image: image1][image: image9.png]Structures .

Axiomau'zabi]ityQ %Sau‘sﬁabi]ity

Axiomatic
Theory



[image: image10.png]Irterdied
Models
Yol

o
INPUT # 2 — OUTPUT

“Using the ontology, I can infer the output from the input™



[image: image11.png]


[image: image12.png]


[image: image13..pict][image: image14.png](@

(®)

152 —Ps—=s6

>7



[image: image15..pict]